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Abstract

We describe new methods of computing post-remap nodal and subzonal
masses in Arbitrary Lagrangian Eulerian (ALE) calculations employing the
staggered energy conserving Lagrangian hydrodynamics method of Cara-
mana et al. (1998). An important feature of this Lagrangian algorithm is
the distribution of the masses to subzonal corners within each zone, which is
then used to difference the momentum and energy equations such that both
linear momentum and total energy are conserved. Such algorithms present
challenges when employed as part of an ALE application, however, as these
subzonal masses must be treated consistently through the remap phase. In
this work we develop new ideas to compute the post-remap corner masses
and associated mass fluxes between the nodal control volumes, such that the
new corner masses (and therefore zonal and nodal masses) are consistently
defined and conservation of mass and momentum are preserved. We demon-
strate applications of these ideas on examples including pure remapping and
full ALE test cases.
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1. Introduction

Staggered grid Lagrangian hydrodynamics has a long history of success-
ful application to modeling gas dynamics with multiple materials, complex
flows, and strong shocks. In the late 90’s a new formulation of staggered grid
Lagrangian gas dynamics was proposed [8] that could simultaneously satisfy
the conservation of mass, momentum, and energy to machine precision while
still performing well on problems where maintaining accurate adiabatic evo-
lution is important. The authors refer to this approach as a “compatible”
hydrodynamics algorithm. Compatibility as used here means that the mo-
mentum and energy equations are discretized compatibly with one and other
such that total energy is conserved, or more broadly the discrete forms of the
hydrodynamic equations are “compatible” with their continuum counterparts
for the global invariants which are reproduced (in this case the conservation
of mass, linear momentum, and energy to machine precision).

However, the compatible Lagrangian discretization comes with its own
challenges. An important property of this discretization is that it breaks
up the zones of the mesh into discrete subvolumes called corners which are
treated as Lagrangian – i.e., there is no mass flux in or out of these cor-
ners during a Lagrangian step. The corners represent the intersection of the
primary mesh (consisting of the zonal control volumes) and the dual mesh
(made up of the nodal control volumes). Fig. 1 shows one example of how
these different volumes are defined for a 2D mesh consisting of hexagonal
zones. The zonal and nodal control volumes are defined as the union of the
appropriate set of corners, i.e., the corners making up the zone on the pri-
mary mesh or the node on the dual. The zonal and nodal masses are the
sum of their constituent corner properties, so that

mz =
∑

c(zone)

mc, (1)

mn =
∑

c(node)

mc, (2)

where mz, mn, and mc represent the masses of the zone, node, and corner
respectively. Note we have used the shorthand c(zone) to represent “corners
of the zone” and c(node) for “corners of the node”. Requiring the corners
to remain Lagrangian means that both the nodal and zonal volumes are
Lagrangian as well.
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Figure 1: Cartoon view of the primary mesh components (black) and dual
mesh (green). The intersection of the primary and dual zones represent the
corners described in the text. We highlight a corner in light blue here, with
the corner vertices marked.

While everything is nicely defined in terms of the Lagrangian corner vol-
umes for the Lagrangian hydrodynamics algorithm, these definitions present
us with certain difficulties in the context of ALE (Arbitrary Lagrangian Eu-
lerian) calculations, wherein the mesh is allowed to move with a velocity
other than the fluid velocity ([1], [2], [4], [14]). ALE is useful both because
a Lagrangian calculation may result in an invalid mesh (such as when vor-
ticity causes the mesh to cross over itself creating tangled control volumes),
and because exerting some control over the mesh spacing can improve the
accuracy in the solution. Standard ALE algorithms for staggered grid dis-
cretizations can be viewed as defining fluxes of conserved quantities between
control volumes. Traditionally ALE based on a staggered grid Lagrangian
method creates fluxes on the primary mesh for quantities defined on the zones
(such as the thermal energy), and fluxes on the dual mesh for node centered
quantities like the linear momentum. This is often implemented in the con-
text of a HEMP Lagrangian step [21, 19], which is a staggered discretization
on quadrilateral elements in 2D or hexahedral elements in 3D. In HEMP the
nodal masses are constructed by evenly dividing the zonal mass up between
its nodes: i.e., in 2D each node gets 1/4 of the mass from each of its surround-
ing zones. With these definitions simple averaging of the mass fluxes from
the primary mesh to the dual is adequate: the post-ALE zonal and nodal
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Figure 2: The swept volume flux approximation for the volume flux associ-
ated with moving a face from the original mesh configuration (black) to a
new configuration (blue). The points highlight the face vertex positions in
the old and new mesh positions, with the resulting swept area filled in grey.

masses will be consistent, linear momentum will be preserved, etc. However,
the staggered compatible Lagrangian discretization adds the complication of
defining the post-ALE corner masses, which are inconsistent with the HEMP
definition during the Lagrange phase. We can view the staggered compatible
discretization as requiring us to define consistent mass fluxes between corners
such that the total post-ALE zonal and nodal masses are reproduced.

A standard approach to an ALE calculation is to split the time advance-
ment algorithm into two distinct stages: a normal Lagrangian advance fol-
lowed by a purely remapping stage, wherein the time is held fixed and the
mesh moved over the material. This remapping stage will be our focus in
this paper: we will assume that a compatible Lagrangian method is used for
the first Lagrangian phase of the step, and our task is to define consistent
remapped properties for the zonal, nodal, and corner control volumes during
the remapping phase. See [16, 17, 18] for further discussion of these issues
and the algorithms discussed in this paper.

2. Definition of the remapping fluxes

If we view the transition from the initial post-Lagrange mesh to the final
relaxed mesh as a linear motion of the mesh vertices, the faces of the primary
mesh sweep out a volume over the original material distribution during this
transition. Fig. 2 shows a cartoon of such a procedure: the black mesh
represents the initial (pre-remap) configuration, the blue the final mesh, the
arrows the path of the vertices of the face, and the shaded area the area swept
out by the moving face. A typical flux-based ALE implementation defines
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(a) 2D (b) 3D

Figure 3: The various mass fluxes crossing contributing to a zone and one of
its corners: the face flux δmf , the corner-face fluxes δmf

c , and the dual face
flux components within the zone δme

c.

the value of some per-volume conserved quantity in this swept volume (such
as the mass density ρf ), which is then multiplied by the swept volume δV f

in order to define the mass contribution across the face from the donor to
acceptor cell: δmf = ρfδV

f . Our goal is to find the mass flux on the dual
mesh and the new corner masses consistent with these primary mesh values
of δmf . There is a one to one mapping of the faces of the dual mesh and the
mesh edges, so we use the edge index e to denote the dual face properties
such as the dual mass flux δme. It is natural to extend these flux concepts
to the corners as well, so the mass flux through a face can be broken into
component fluxes for each corner that touches the face

δmf =
∑

c(face)

δmf
c . (3)

Similarly the the fluxes through the dual faces can be broken into the com-
ponents between corners touching the dual face

δme =
∑

c(edge)

δme
c. (4)

Fig. 3 shows conceptual depictions of the centerings of these various fluxes.
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(a) 2D (b) 3D

Figure 4: Example of partial dual face fluxes in zones contributing to the
sum for the total dual face flux on the edge that shares the zones.

A standard approach to obtaining the dual mass fluxes δme is to aver-
age the primary face mass fluxes δmf to the dual faces [3] – however, this
algorithm needs to be generalized for polygonal/polyhedral meshes. If we
treat the union of corners around an edge as that edges control volume, then
there is a unique set of faces associated with each node of an edge that con-
tribute to the mass fluxing along the edge between the nodes, as depicted
in the first panel of Fig. 4 where we have colored the pertinent face swept-
areas (i.e., δV f ) red. The hatched sections represent the portions of the face
swept volumes that contribute for each corner for the edge (δV f

c ), obtained
by sweeping the corner section of the face. We can apportion the mass flux
over the face to each corner according to the volume flux as

δmf
c =

δV f
c

δV f
δmf , (5)

which is equivalent to assuming the mass density of material crossing the
face has a constant density ρf . For each zone that touches an edge there are
two corners associated with that edge (one for each node), and a reasonable
choice for the mass flux between these corners would be

δme
c =

1

2

(
δmf

c 1 + δmf
c 2

)
. (6)
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The total dual face mass flux is obtained by summing δme
c for the corners

of the edge according to Eq. 4, yielding a definition of the dual mass flux
consistent with the standard averaging used in HEMP like methods described
in [3]. The magenta arrows in Fig. 4 depict the intrazonal fluxes δme

c, which
sum to the net dual face flux δme in blue. Note that regardless of how
they are defined, the fluxes δme

c represent purely intrazonal movement of the
mass: they do not change the net mass in a zone, but rather redistribute
mass within it.

Whatever algorithm is used to compute δme
c (of which Eq. 6 is simply one

geometrically motivated choice), the final corner masses are related to these
fluxes by conservation. Examining Fig. 3 we can relate these quantities by

∆mc = m1
c −m0

c =
∑

f(corner)

δmf
c +

∑
e(corner)

ψce
z δm

e
c. (7)

In this equation we use the convention that quantities superscripted with “0”
represent the pre-remap state, while “1” is the post-remap state – thus the
pre-remap corner mass is m0

c and post-remap value is m1
c . ψ

ce
z is an integer

sign matrix (with components ψce
z ∈ [−1, 0, 1]) encoding the orientation of

the fluxes δme
c. For a given corner and edge index (c and e), ψce

z = −1
implies δme

c is oriented out of the corner, ψce
z = 1 indicates δme

c points into
the corner, and ψce

z = 0 indicates the edge does not touch the corner. For face
fluxes we adopt the convention that fluxes are positive for influx to the zone
and negative for outflux. In §5.3 we work out examples of ψce

z for particular
zone types.

The closest analogue of the standard staggered ALE algorithm is to em-
ploy Eqs. 3–6 to define the mass fluxes, and use Eq. 7 to find the final corner
masses. This approach does not guarantee monotonicity in the resulting cor-
ner and nodal masses, however, and as we will see in the examples below
this leads to problems. The goal of our investigation is to define more suc-
cessful algorithms for specifying the intrazonal mass fluxes δme

c and resulting
post-remap corner masses m1

c , but obeying the constraint of Eq. 7 to ensure
conservation.

3. Goals

There are several principles we would like our dual mesh mass remapping
algorithm to achieve:
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Conservation: At a minimum we would like to enforce conservation and
consistency of mass, implying the corner masses and fluxes are consis-
tent with Eq. 7.

Monotonicity: This principle states that at the end of the remap step there
should be no new extrema in any fields that have been remapped.
Minimally we expect the nodal and zonal mass density fields should
remain monotonic, though we are not as concerned about the corner
mass densities themselves.

Logical consistency of the mass and volume fluxes: Physically we ex-
pect that the mass fluxes we compute on the dual mesh should relate
with the volume fluxes determined by the mesh motion. As an exam-
ple, if the mesh is relaxed strictly in the x direction we do not expect
the mass fluxes on the dual mesh to suddenly be propagating in the y
direction as well.

Smooth transition from the Lagrange state: This principle is related
to the previous statement. We expect the amount of mass fluxing
to be related to the magnitude of the mesh motion – if the mesh is
relaxed by a tiny fraction of the local zone scale, we do not expect
large displacements of material within the zone.

Accuracy: Finally we expect the remap of mass on the dual mesh to be as
accurate as possible.

As we will see it is difficult to hit all of these goals simultaneously, but
these principles provide useful metrics when comparing the strengths and
weaknesses of each algorithm.

4. Algorithms for choosing ∆mc

4.1. Interpolated flux

We have already described one possible algorithm: interpolated flux,
wherein Eqs. 3–6 define the mass fluxes and Eq. 7 determines the final corner
masses. While this approach enforces conservation exactly, we will see that
it leads to violations of monotonicity for remapped nodal quantities.
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4.2. KULL Classic mode

The ASC code KULL [20] is our primary motivator in this work, and
had an existing algorithm employed prior to this investigation. We refer to
this mode as the KULL “classic” algorithm. Classic mode is a mixture of
techniques which prioritizes monotonicity above all else. In this algorithm
we use Eqs. 3–6 to define the mass flux between nodal control volumes, but
simply set the corner mass densities in any remapped cell equal to the zonal
density: ρ1c = ρ1z. This choice yields the same final state in remapped zones
that the traditional HEMP motivated ALE gives, and ensures monotonicity
in both zonal and nodal remapping (which is the primary motivation in its
choice). However, this choice violates Eq. 7: while global zonal and nodal
masses will be conserved, the mass flux between nodal volumes does not
reflect the final nodal masses obtained by taking m1

n =
∑

c(node)
m1

c . This
leads to loss of conservation of node centered quantities conserved by mass,
most notably the linear momentum.

4.3. Flatten Total

The next algorithms we discuss work by choosing the desired corner mass
change ∆mc = m1

c − m0
c , and backing out mass fluxes that are consistent

with these values. We defer until §5 the discussion of how to determine the
required fluxes δme

c to in order to match the desired corner mass change.
The simplest choice for the new corner mass densities would be to set

them equal to the zonal density: ρ1c = ρ1z. This yields a net corner mass
change of

∆mc = m1
c −m0

c = ρ1cV
1
c − ρ0cV 0

c = ρ1zV
1
c − ρ0cV 0

c . (8)

Note this is similar to the classic algorithm described previously, except in
this case we compute the mass fluxes δme

c such that conservation is preserved.
We refer to this choice as the “flatten total” algorithm. This choice clearly
achieves the monotonicity principle, but fails both the ideas of consistency
with the ALE mesh motion and smooth transition from Lagrange state. Sim-
ple examples demonstrate why this is so: if we consider a zone that has built
up corner mass density differences in the y direction and apply a purely x
directional mesh motion to it, the requirement that the mass densities of the
corners be equalized implies we will generate arbitrarily large fluxes orthog-
onally to the direction of the mesh motion in order to achieve this goal in a
conservative manner.

9



4.4. Flatten Delta

Another idea we might try is to flux material out of corners proportionally
to their initial masses (resulting in each corner hitting zero mass at the same
time in the case of emptying the zone), while fluxing mass into each corner
proportionally to their final volumes (implying that we raise each corner
density by the same amount). These choices result from the philosophy that
the in and out fluxes should smoothly bring the corner densities toward the
same value, and can be expressed as

∆mc =
m0

c

m0
z

∆moutflux
z +

V 1
c

V 1
z

∆minflux
z , (9)

where the flux in and out of the zones is defined as

∆minflux
z =

∑
f

max(0, δmf ) ≥ 0, (10)

∆moutflux
z =

∑
f

min(0, δmf ) ≤ 0. (11)

We refer to the choice of Eq. 9 as the “flatten delta” algorithm. This idea
meets the principle of smooth transition from the Lagrange state, but in
general fails the idea that the mass flux should be consistent with the swept
volume flux. Additionally, as we will see in the examples it does not meet
the monotonicity requirement.

4.5. Variation diminishing

Motivated by our desire for monotonicity, we can employ the principle
that all fluxing in, out, or within a zone should strictly move the corner
densities closer to the average zonal value. In describing this option we
will move through several steps defining intermediate values of the corner
densities (denoted by various primes of ρc), until we arrive at the final value
for ρ1c .

We begin by adjusting the corner densities to account for the zone volume
change:

ρ′c =
V 0
z

V 1
z

ρc. (12)

We do not want to use the individual corner volume changes here since that
may introduce non-monotonicities into ρc, but now we must rescale ρ′c in
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order to preserve the initial zone mass:

ρ′′c =
m0

z∑
c(zone)

V 1
c ρ

′
c

ρ′c. (13)

Next we drive the candidate corner densities toward the new average zonal
value depending on the ratio of the mass fluxed and the initial mass in the
zone. We define a fraction fz representing the ratio of the fluxed mass to the
original mass in the zone

fz ≡ min

(
1,

∆mint
z + ∆minflux

z −∆moutflux
z

m0
z

)
, (14)

so that fz ∈ [0, 1], and we can now define

ρ′′′c = (1.0− fz)ρ′′c + fzρ
1
z. (15)

∆mint
z represents the amount of material that is redistributed within the zone,

rather than flowing in or out. We estimate this quantity as

∆mint
z = min(V 0

z ,∆V
int
z )ρ0z, (16)

where ∆V int
z is the volume swept by the corner facets internal to the zone,

i.e., the corner facets of the dual mesh faces in the zone. Note that we specify
∆V int

z ∈ [0, V 0
z ], so ∆mint

z ∈ [0.0,m0
z].

We now have to renormalize to the proper final zone mass in order to get
the new corner mass density. We want to take care here such that we still
only move corners toward the new zonal mass density. Begin by defining the
mass discrepancy of the zonal mass and candidate corner masses,

∆mrequired
z ≡ ρ1zV

1
z −

∑
c(zone)

ρ′′′c V
1
c . (17)

Then we define a correction weight per corner

wc =

{
max(0, (ρ1z − ρ′′′c ))V 1

c : ∆mrequired
z ≥ 0,

max(0, (ρ′′′c − ρ1z))V 1
c : ∆mrequired

z < 0,
(18)

and finally arrive at the corrected corner mass densities

ρ1c = ρ′′′c +
wc∑
cwc

∆mrequired
z

V 1
c

. (19)

Note that the weights wc have been constructed such that if the candidate
corner masses underestimate the zonal mass, we only increase the densities of
corners with ρ′′′c < ρ1z. Similarly if the candidate corner masses overestimate
the final zonal mass, we decrease the densities of corners with ρ′′′c > ρ1z.
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5. Computing consistent dual face mass fluxes.

Several of the algorithms in the previous section (such as flatten total,
flatten delta, and variation diminishing) describe how to find the corner mass
changes ∆mc, but have left the question of how to determine the dual fluxes
δme

c consistent with these corner mass changes unresolved. In this section
we describe a general algorithm for computing these intrazonal dual flux
components based on a prescribed ∆mc.

5.1. Uniqueness of the dual fluxes.

While a given zone has Ne (the number of edges of the zone) values for
δme

c, these values are not all independent. Eq. 7 imposes Nc (the number of
corners of the zone) constraints that must be met in order to be consistent
with the desired corner mass changes. In 2D we have the interesting case
that each zone has the same number of corners as edges, Nc = Ne, implying
we have the same number of constraints as unknowns. However, even in 2D
there is not a unique solution for the fluxes δme

c. We can see why this is
by examining the coupling of the fluxes to corners in Fig. 3. Each corner
couples two values of the dual fluxes δme

c. For any solution of δme
c that

meets the constraint of Eq. 7, adding a constant to each value of δme
c will

also meet the corner constraints. Physically this constant represents a closed
circulation pattern flowing around the zone, which is possible because the
coupling of pairs of δme

c to each corner allows this arbitrary constant flux to
pass through the corner. Therefore even though we have an equal number of
constraints and unknown values of δme

c, there is in fact one more unknown
represented by this arbitrary constant and the solution is not unique. In
3D there are generally more edges than corners and therefore we have more
than one unconstrained unknown. In general the number of unconstrained
or independent values NI will be

NI = Ne −Nc + 1. (20)

5.2. Solving for the dual face fluxes.

There are a variety of methods we can use to solve for the dual face
fluxes corresponding to a given choice for ∆mc. As mentioned in the previous
section we need to impose additional constraints to obtain a solution. We
have chosen to treat this as an optimization problem, where we define a set
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of reference fluxes for each corner-dual face δme
c

ref against which we will try
to minimize the function

χ(δme
c) =

∑
e(zone)

(δme
c − δme

c
ref)

2
. (21)

The choice of reference flux is arbitrary, but one physically plausible choice
we can use the interpolated value in Eq. 6. This closely ties our reference
dual flux to the known corner-face fluxes on the primary mesh, which seems
reasonable.

We solve for δme
c as a constrained optimization problem: we wish to

minimize χ(δme
c) (Eq. 21) subject to the constraints of Eq. 7, which suggests

the technique of Lagrange multipliers. We recast the constraints as

Bc =
∑

c(face)

δmf
c −∆mc +

∑
e(corner)

ψce
z δm

e
c ≡ Ac +

∑
e(corner)

ψce
z δm

e
c = 0, (22)

where we have gathered the known quantities into a single variable per corner

Ac ≡
∑

c(face)

δmf
c −∆mc. (23)

The Lagrangian function we are trying to minimize is

L(δme
c, λc) = χ(δme

c) +
∑

c(zone)

λcBc, (24)

=
∑

e(zone)

(δme
c − δme

c
ref)

2
+
∑

c(zone)

λc

(
Ac +

∑
e(zone)

ψce
z δm

e
c

)
.

The gradient of the Lagrangian function is

∂L

∂δme
c

= 2 (δme
c − δme

c
ref) +

∑
c(zone)

λcψ
ce
z , (25)

∂L

∂λc
= Ac +

∑
e(zone)

ψce
z δm

e
c. (26)

Setting ∂L/∂δme
c = 0 we find

δme
c = δme

c
ref − 1

2

∑
c(zone)

λcψ
ce
z . (27)

13



Setting ∂L/∂λc = 0 and substituting in Eq. 27 we obtain an equation where
the only unknowns are the Lagrange multipliers λc,

Ac +
∑

e(zone)

ψce
z

(
δme

c
ref − 1

2

∑
c(zone)

λcψ
ce
z

)
= 0. (28)

It is instructive to view Eq. 28 as a linear algebra problem, so

A+ Ψ

(
δmref −

1

2
ΨTλ

)
= 0, (29)

where A and λ are Nc length vectors, δmref is an Ne length vector, and Ψ
is an Nc ×Ne dimension matrix. Manipulating this equation we can reduce
the problem to

Ψ2λ = D, (30)

where

D = 2(A+ Ψδmref), (31)

Ψ2 = ΨΨT . (32)

There is one wrinkle in solving Eq. 30 for λc: Ψ2 is singular. This is not
surprising as we already know that the solution for δme

c is not unique. In
fact, based on the discussion in §5.1 we know there will be one zero in the
singular values of Ψ2. We apply singular value decomposition (SVD) to find
the best-fit solution to Eq. 30. Ψ2 is decomposed into three components

Ψ2 = UwV T , (33)

where w is a diagonal matrix with the singular values of Ψ2 along the diag-
onal. We can then find the pseudoinverse of Ψ2 as

(Ψ2)
+

= V w′UT (34)

where w′ is a diagonal matrix resulting by replacing the non-zero values of
w with their inverse. The fact that the elements of Ψ2 are all small value
integers makes this problem relatively easy: the non-singular values of w are
also small value integers, easily distinguished from the zero of the singular
element. We therefore do not have the usual difficulties with sensitivity to
floating point tolerances in picking out the zero values of w: we know how
many zeros there should be and the non-zero values are integers.
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(a) Edge ordering (b) Corner ordering

Figure 5: Example ordering for the edges and corners of a pentagon. The
black arrows in panel (a) show the orientation of the intrazonal fluxes δme

c

used in the discussion.

Once we have obtained the pseudoinverse (Ψ2)
+

it is a simple matter to
compute the values of λc as

λ = (Ψ2)
+
D, (35)

and we can use Eq. 27 to compute the desired constrained best-fit values for
δme

c.
In Cartesian geometries an additional nicety of this approach is that ψce

z

(and therefore (Ψ2)
+

) are entirely defined by the connectivity of the edges
and corners of the zone. This allows us to compute (Ψ2)

+
once at problem

setup and employ this value directly with Eq. 35 and Eq. 27 during the ALE
step to immediately compute the values of δme

c – no iterative solutions are
required during run time of the ALE simulation.

5.3. A few examples of computing (Ψ2)
+

.

To provide a few concrete examples, consider first the pentagonal zone
shown in Fig. 5. The ψce

z matrix we would derive for this zone based on the
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numbering and orientation of the fluxes shown is

ψce
pentagon =


−1 0 0 0 1

1 −1 0 0 0
0 1 −1 0 0
0 0 1 −1 0
0 0 0 1 −1

 .

Note this matrix has some expected properties. Since in 2D every corner
couples two edges, every row has two non-zero entries. Similarly since every
edge couples two corners, every column has two non-zero values. Also, since
every δme

c flux represents flux from one corner to another, conservation im-
plies the sum of each column should equal zero. The corresponding Ψ2 for
the pentagon is

Ψ2
pentagon = ΨΨT =


2 −1 0 0 −1
−1 2 −1 0 0

0 −1 2 −1 0
0 0 −1 2 −1
−1 0 0 −1 2

 .

Applying SVD to decompose this matrix yields the pseudoinverse

(Ψ2)
+

pentagon
=

1

5


2 0 −1 −1 0
0 2 0 −1 −1
−1 0 2 0 −1
−1 −1 0 2 0

0 −1 −1 0 2

 .

Next consider the hexahedral zone in Fig. 6. The ψce
z matrix we construct

given these orderings is

ψce
z hexahedron

=



−1 0 0 1 −1 0 0 0 0 0 0 0
1 −1 0 0 0 −1 0 0 0 0 0 0
0 1 −1 0 0 0 −1 0 0 0 0 0
0 0 1 −1 0 0 0 −1 0 0 0 0
0 0 0 0 1 0 0 0 −1 0 0 1
0 0 0 0 0 1 0 0 1 −1 0 0
0 0 0 0 0 0 1 0 0 1 −1 0
0 0 0 0 0 0 0 1 0 0 1 −1


.
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(a) Edge ordering (b) Corner ordering

Figure 6: Sample ordering for the edges and corners of a hexahedron. The
black arrows in panel (a) show the orientation of the intrazonal fluxes δme

c

used in the discussion. We have removed the internal corner faces in panel
(a) for clarity.
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In this case every corner of the hex couples three edges, so every row of ψce
z

has three non-zero values. Once again every edge couples two corners, so
every column has two non-zero entries. Conservation of flux enforces the
sum of each column is zero. The value of Ψ2 we get for this hexahedron is

Ψ2
hexahedron =



3 −1 0 −1 −1 0 0 0
−1 3 −1 0 0 −1 0 0

0 −1 3 −1 0 0 −1 0
−1 0 −1 3 0 0 0 −1
−1 0 0 0 3 −1 0 −1

0 −1 0 0 −1 3 −1 0
0 0 −1 0 0 −1 3 −1
0 0 0 −1 −1 0 −1 3


.

The pseudoinverse of Ψ2
hexahedron is

(Ψ2)
+

hexahedron
=

1

96



29 1 −7 1 1 −7 −11 −7
1 29 1 −7 −7 1 −7 −11
−7 1 29 1 −11 −7 1 −7

1 −7 1 29 −7 −11 −7 1
1 −7 −11 −7 29 1 −7 1
−7 1 −7 −11 1 29 1 −7
−11 −7 1 −7 −7 1 29 1
−7 −11 −7 1 1 −7 1 29


.

5.4. Cylindrical geometry considerations.

In cylindrical (or rz) geometry it is not unusual to have to modify hydro-
dynamic methods to maintain symmetry. Most of our discussion is fine for
rz case (such as the target corner mass definitions), but we find it necessary
to adjust the derivation of dual face fluxes using an area weighted concept.
This takes the form of solving for the fluxes per r: i.e., we work in quantities
such as δm̃e

c ≡ δme
c/r

e
c , δm̃

e
c

ref ≡ δme
c

ref/rec , etc., where rec is the radius of the
centroid of the corresponding swept advection control volume. Repeating the
analysis of §5.2 using this modification results in redefining Eqs. 31–32 to be

D = 2(A+ Ψδm̃ref), (36)

Ψ2 = ΨRRΨT , (37)

where Re
c ≡ δeer

e
c is a diagonal matrix of the rec radii.
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This modification is simple enough, but has an implementation conse-
quence: the Ψ2 and (Ψ2)

+
equations are no longer constant for a given zone

since the radii rec change each time the mesh is moved. So in the rz case (con-
trary to Cartesian examples discussed earlier) we cannot simply pre-compute
the (Ψ2)

+
matrix per zone at problem startup, but must instead re-evaluate

it each ALE step. Fortunately these matrices are small, and we have found
the performance impact of this extra solve per zone to be negligible in prac-
tice. For a more in depth description of our method in rz we refer the reader
to [10].

6. Examples

We now consider a few examples comparing these different algorithms
employing the KULL code [20].

6.1. 2D xy cyclic remapping of a cylindrical shell.

This is a two material remapping test (i.e., no hydrodynamics), based on
similar tests in [12]. This example is performed in 2D assuming Cartesian
(xy) geometry. We shape a cylindrical shell of material into a background
ambient material with the properties rshell ∈ [0.25, 0.45], ρshell = 1, vshell =
1.0 r̂, ρambiant = 0.1, vambiant = 0, as shown in Fig. 7.

A prescribed cyclic mesh motion (Eq. 38) is employed such that the mesh
goes through a periodic distortion, returning to its initial configuration every
kmax iterations.

xk(x0, yo, τ) = x0 + F (τ) sin(2πτx0) sin(2πτy0), (38)

yk(x0, yo, τ) = y0 + F (τ) sin(2πτx0) sin(2πτy0),

F (τ) =

{
0.2 τ : τ ∈ [0, 0.5],
0.2 (1− τ) : τ ∈ (0.5, 1],

τ =
k

kmax

, (39)

where k is the remapping step, (xk, yk) is the position of each mesh node
on step k in terms of its initial position (x0, y0), and τ is the pseudo-time
periodicity of the distortion.

Fig. 8 shows the magnitude of the velocity (a) at the point of maximum
mesh distortion, and (b) after the mesh has returned to its original config-
uration. There is some diffusion evident, but the magnitude of the velocity
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(a) Materials (b) Velocity magnitude

Figure 7: Initial configuration for the cyclic remapping test. The initial
velocity is a unit vector radially outward in the cylindrical shell.

(a) τ = 1/2 (b) τ = 1

Figure 8: Velocity magnitude at maximum mesh distortion (τ = 1/2) and
after one full iteration through the mesh distortion cycle (τ = 1) for the
cyclic remapping test.
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(a) All materials (b) Shell material only

Figure 9: Evolution of the ratio of the minimum to maximum nodal density
in the cyclic remapping test.

Figure 10: Evolution of the linear momentum magnitude in the cyclic remap-
ping test.
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(a) Nodal density (b) Radial velocity

Figure 11: L1 norms of the error in the cyclic remapping test.

remains monotonically bounded in all cases. However, the classic, flatten
delta, and interpolated flux algorithms all show non-monotonic behavior in
the nodal mass density in Fig. 9. In this figure we plot the ratio of the min-
imum to maximum nodal density as a function of time: (a) shows the total
nodal densities summed over all materials, while (b) shows the case for just
the shell material. Since the background material starts at 1/10 the density
of the shell, we would expect Fig. 9a to stay at a constant ratio of 0.1, while
the pure material result in panel (b) should remain at a constant value of
unity. Only the classic, flatten total, and variation diminishing algorithms
maintain monotonicity in the nodal densities.

Fig. 10 shows the time evolution of the linear momentum magnitude.
Since this problem is established with pure radial outflow in the shell, by
symmetry we expect the total linear momentum to be zero. As expected
the newer algorithms (flatten total, flatten delta, and variation diminishing)
maintain momentum conservation to numerical round-off. The interpolated
flux algorithm should as well, but its non-monotonicities in the corner den-
sities become severe enough that it loses some accuracy. As discussed pre-
viously, the classic method resulting from simply reusing a standard swept-
volume nodal advection algorithm loses linear momentum conservation to the
degree the corner mass sums for the nodal masses disagree with the swept
volume prediction. We can see this error here, as the classic algorithm results
in by far the largest errors in the total linear momentum.

We consider the convergence properties of these different algorithms in
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Fig. 11. We employ the general definition for the Lp norm comparing two
sequences ai and bi,

Lp ≡
(∑

i(ai − bi)p

N

)1/p

. (40)

We run each case at four different resolutions (64× 64, 128× 128, 256× 256,
& 512 × 512), in each case doubling the linear number of zones. Because
the problem has discontinuities we expect first-order convergence. We fit
the errors assuming L1 ∝ Nm

z (where Nz is the number of zones and m
the order of convergence), so first-order convergence corresponds to m = −1
and m ≥ 0 implies non-convergence. We find that the algorithms converge
similarly, with the densities converging at about m = −0.74 order, while
the velocities are a bit slower at order m ∼ −0.5. We note that the non-
conservative classic algorithm shows the largest errors in the velocity, while
all the newer consistent algorithms demonstrate similar accuracy in this case.

In this test we find that the variation diminishing algorithm is the most
successful of our new options: it maintains conservation and monotonicity,
while keeping the mass fluxes tied to the swept-volume fluxes through the
optimization process. For this reason in the succeeding test cases we down se-
lect to comparing variation diminishing vs. the standard nodal swept volume
classic algorithm.

6.2. Sedov-Taylor blastwave

We now turn our attention to examples employing the full ALE algorithm:
Lagrange + remap. We examine the Sedov-Taylor blast wave ([22], [23],
[24]), which follows the self-similar expansion of a blast wave following the
introduction of a high energy point source into an initially pressureless gas.
Self-similar analytic solutions are available for 1D planar, 2D cylindrical, and
3D spherical geometries, allowing us to measure the simulation error against
these solutions. In each case we consider a unit energy spike seeded into an
initially pressureless ideal gas with γ = 1.4, which should yield a peak shock
density of 6.

6.3. 2D xy cylindrical solution blastwave on quadrilateral zones

First we consider the 2D xy case on a quadrilateral mesh in a unit box.
The initial energy spike is seeded in a shaped material in the central four
cells, with a radius of a single cell width. This implies the central energy
spike becomes narrower and more intense (i.e., larger specific energies) as
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(a) Image with contours (b) Profile

Figure 12: Density (a) image and (b) profile for the 2D xy Sedov-Taylor blast
wave for the 128× 128 Lagrangian simulation. In (a) the color scales are the
density (maxing at 6 in red), with density contours overplotted. Note for the
profiles in (b) we have plotted the density in all cells as a function of radius,
so the scatter gives some information as to the maintenance of symmetry.

(a) Image with contours (b) Profile

Figure 13: Same as Fig. 12 for the Classic ALE case.
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(a) Image with contours (b) Profile

Figure 14: Same as Figs. 12–13 for the Variation diminishing ALE case.

Lagrange ALE classic ALE variation diminishing
ρ −0.40 0.077 −0.74
P −0.48 0.25 −0.85
vr −0.54 −0.26 −0.84

Table 1: Fitted order of convergence for L1 norms in the 2D xy Sedov-Taylor
simulations.
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(a) ρ (b) P

(c) vr

Figure 15: L1 errors in the 2D xy Sedov-Taylor blast wave as a function of
resolution for the (a) density, (b) pressure, and (c) radial velocity.
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we go to higher resolutions/smaller cells, making this a very stressful test
problem. We advance to the time corresponding to the analytic shock front
advancing to a position of r = 0.4, occupying most of the simulated volume.
We perform simulations at the same set of resolutions used in the cyclic
remapping test case (64 × 64, 128 × 128, 256 × 256, & 512 × 512) allowing
us to examine the convergence properties of each method.

Figs. 12–14 show snapshots of the mass density for the 128× 128 simula-
tions at the final time: panels (a) are images of the density, while panels (b)
are scatter plots vs. radius of the densities. Note these radial profiles plot
the values for all cells as a function of radius, so the scatter in these profiles
gives some idea of how well symmetry is maintained. The Lagrange solution
in Fig. 12 maintains the cylindrical symmetry very well, and resolves the
expected peak density of ρshock = 6 with just a bit of overshoot. The ALE
solutions don’t resolve the peak density as well because these nearly Eulerian
runs prevent the pileup of fine resolution near the shock front such as occurs
in the Lagrange calculations. The classic ALE algorithm shows some evi-
dence of distortion from cylindrical symmetry in the density contours, and
perhaps more importantly is retarding the shock. The variation diminishing
ALE results in Fig. 14 demonstrate visually improved symmetry and better
shock position relative to the classic ALE results.

To be a bit more analytical in our comparison, Fig. 15 plots the L1 errors
for the density, pressure, and radial velocities at the final times as a function
of resolution. As before we fit the errors and report the convergence rates for
m in in table 1. Recall that first-order convergence corresponds to m = −1,
while m ≥ 0 implies non-convergence. It is evident that as we increase
resolution the classic ALE case is failing to converge. This error is dominated
by the convergence to the incorrect shock position, most likely because of
the lack of conservation in the linear momentum in the classic formalism. By
contrast the variation diminishing ALE algorithm demonstrates near first-
order convergence, and in fact becomes more accurate than the Lagrange
result at the highest resolution. This is due to plateauing of the accuracy of
the Lagrange case – a subject for another discussion.

6.4. 2D xy cylindrical solution blastwave on arbitrary polygonal zones

This case is the same physical problem as we considered in §6.3, but now
we employ meshes composed of arbitrary polygonal zones. These meshes
are constructed using a Voronoi tessellation [15] based on seed or generator
positions for each zone. The zone generators are seeded on Nr regular rings

27



(a) Image with contours (b) Profile

Figure 16: Density (a) image with contours and (b) profile for the 2D xy
Sedov-Taylor blast wave using the classic ALE algorithm on arbitrary polyg-
onal zones, in this case the Nr = 64 zone case. In (a) the color scales are the
density with density contours overplotted. As in previous figures the scatter
plot profile of ρ(r) in (b) plots results for all cells.

(a) Image with contours (b) Profile

Figure 17: Same as Fig. 16 for the variation diminishing ALE case.
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(a) ρ (b) P

(c) vr

Figure 18: L1 errors in the 2D xy polygonal Sedov-Taylor blast wave as a
function of resolution for the (a) density, (b) pressure, and (c) radial velocity.

ALE classic ALE variation diminishing
ρ 0.27 −0.61
P 0.25 −0.86
vr −0.03 −0.55

Table 2: Fitted order of convergence for L1 norms in the 2D xy Sedov-Taylor
simulations on arbitrary polygons.
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Lagrange ALE classic ALE variation diminishing
ρ −0.58 −0.60 −0.54
P −0.59 −0.52 −0.68
vr −0.74 −0.87 −0.74

Table 3: Fitted order of convergence for L1 norms in the 2D rz Sedov-Taylor
simulations.

surrounding the origin with a radial step size of 1/Nr between rings. Each
ring consists of an integer number of zones chosen such that the circumfer-
ential spacing is as close as possible to the radial step size. We perform tests
using meshes with radial resolutions of Nr ∈ [32, 64, 128]. We only show
ALE result for this test case, as the Lagrange calculations are prohibitive on
these meshes due to small edges. Figs. 16–17 show images and profiles of the
mass density for the Nr = 64 cases when the analytic solution predicts the
shock to be at r = 0.8. The classic ALE algorithm once again retards the
shock position relative to the analytic solution, and shows more scatter as
compared with the variation diminishing result. This difference is reflected in
the error analysis of Fig. 18 and table 2, where we find the classic algorithm
is not converging to the correct solution whereas the variation diminishing
ALE approach is. As intended, the variation diminishing formalism works
reliably on these unstructured meshes of arbitrary polygons, yielding similar
results to the structured case considered in §6.3.

6.5. 3D rz spherical solution blastwave on quadrilateral zones

We next consider the Sedov-Taylor problem in rz geometry. In this case
we need to employ the r weighting scheme described in §5.4 when solving
for the corner mass fluxes. We model one quadrant of this problem in a unit
rz box until the predicted shock position reaches a radius of 0.8, employing
mesh resolutions of 32×32, 64×64, 128×128, & 256×256. Figs. 19–21 show
snapshots of the density at this final time for the 128 × 128 models. In the
Lagrange image we see some deviation from perfect radial evolution near the
origin due to unphysical post-shock vorticity (evident in the mesh geometry
near the origin). However, this error is indistinguishable in the profile plot
of Fig. 19b. Comparing the classic vs. variation diminishing ALE results in
Figs. 20–21, we see the error in the shock position is much reduced for the
classic ALE calculation relative to the earlier xy calculations. This is born
out by the error analysis in Fig. 22 and table 3, where we find little difference
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(a) Image with contours (b) Profile

Figure 19: Density (a) image and (b) profile for the 3D rz Sedov-Taylor blast
wave for the 128×128 Lagrangian simulation. In (a) we overplot the density
contours on the image of the density. In (b) we have plotted the density in
all cells as a function of radius, so the scatter gives some information as to
the maintenance of symmetry.

(a) Image with contours (b) Profile

Figure 20: Same as Fig. 19 for the Classic ALE case.
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(a) Image with contours (b) Profile

Figure 21: Same as Figs. 19–20 for the variation diminishing ALE case.

Lagrange ALE classic ALE variation diminishing
ρ −0.47 −0.26 −0.50
P −0.53 −0.66 −0.99
vr −0.56 −0.50 −0.74

Table 4: Fitted order of convergence for L1 norms in the 3D xyz Sedov-Taylor
simulations.

in the accuracy of the two ALE approaches (other than in the pressure, where
the highest resolution classic ALE calculation shows more error). Regardless,
it is evident that the newer variation diminishing algorithm maintains the
expected symmetry in this case with the radial weighting approach discussed
in §5.4: without these modification calculations show strong deviations from
the proper solution near the axis in the form of jetting.

6.6. 3D xyz spherical solution blastwave on hexahedral zones

For our final example we run an octant of the 3D Sedov-Taylor blastwave
on a 3D mesh consisting of hexahedra. We consider four different mesh
resolutions for the unit cube, with Nzones ∈ (163, 323, 643, 1283). Figs. 23–
25 show the results for the 1283 calculations at the final time, when the
analytic prediction of the shock position is at r = 0.8 in our unit box. The
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(a) ρ (b) P

(c) vr

Figure 22: L1 errors in the 2D rz Sedov-Taylor blast wave as a function of
resolution for the (a) density, (b) pressure, and (c) radial velocity.
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(a) Density image (b) Profile

Figure 23: Density (a) image and (b) profile for the 3D xyz Sedov-Taylor
blast wave for the 1283 Lagrangian simulation. The pseudo-color plot in (a)
shows the full octant at the time the shock front should be at r = 0.8, while
(b) plots the zone centered density values vs. radius.

(a) Density image (b) Profile

Figure 24: Same as Fig. 23 for the classic ALE case.
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(a) Density image (b) Profile

Figure 25: Same as Figs. 23–24 for the variation diminishing ALE case.

Lagrangian calculation in Fig. 23 maintains excellent symmetry: the two
ALE calculations see somewhat more spread in the ρ(r) density profiles,
though consistent with our findings in 2D the variation diminishing ALE
calculation maintains symmetry more effectively. Examining the behavior of
the L1 error norms in Fig. 26, we see that the two ALE calculations track very
closely in terms of accuracy for the lower resolution calculations. However, at
the highest resolution the classic ALE calculation stops converging, whereas
the variation diminishing algorithm continues to improve. This is reflected
in the convergence rates tabulated in table 4, where we see the convergence
rate of the classic ALE results falling off while the variation diminishing ALE
calculations show the most reliable convergence. Overall the 3D results are
consistent with our prior 2D calculations.

7. Conclusions

In this paper we have considered several different algorithms for han-
dling the subzonal corner masses of the staggered compatible Lagrangian
discretization through an ALE remap, and demonstrated that the variation
diminishing idea of §4.5 best meets our criteria of conservation, monotonic-
ity, consistency, and accuracy. This algorithm works well for a variety of
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(a) ρ (b) P

(c) vr

Figure 26: L1 errors in the 3D xyz Sedov-Taylor blast wave as a function of
resolution for the (a) density, (b) pressure, and (c) radial velocity.
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meshes and geometries: 2D xy & rz geometries, 3D xyz, and both struc-
tured and unstructured cases. The major advantages of this approach are
that it works well with a standard ALE remapping approach, being based
on flux-based algorithms on the primary (zonal) and dual (nodal) meshes,
and does not add significantly to the expense of such an ALE algorithm.
The algorithms described here represent a simple extension of standard stag-
gered ALE algorithms, and integrate easily into codes such as KULL [20]
and FLAG [5, 6, 7, 11] which had existing staggered ALE implementations
and now employ these ideas.

Other approaches to the problem of consistent ALE remapping for use
with the staggered compatible Lagrange step have been suggested. Since
the zonal and nodal control volumes are built up from the subzonal corner
volumes, one natural approach to solve the remapping problem might be
to scatter the conserved properties to the corners, remap on this finer dis-
cretization, and then simply sum up the post-remap conserved properties
once again to define the new nodal and zonal values via Eqs. 2 (this idea is
explored in [13]). This is conceptually an elegant method of handling the
remap procedure, but there are two important issues to consider. First, as a
practical matter such an approach greatly increases the cost of the remap –
in 3D a mesh consisting of hexahedra has 8 times the number of corners as
zones. Secondly, how to handle multiple materials is somewhat problematic.
Modern ALE methods employ interface reconstruction within zones to isolate
multiple materials, and it does not make sense in the Lagrangian step to have
different sets of materials in the various corners of a given zone. Rather the
compatible Lagrange step would need to homogenize this subzonal material
information. This points out the fundamental issue with this approach: the
hydrodynamic equations are differenced on the level of the staggered zonal
and nodal volumes, not the corners. The extra effort of remapping on cor-
ners is wasted, as that effectively much greater resolution (and associated
numerical work for the remap) is ignored by the hydrodynamic differencing.
Therefore we believe an approach such as described in this paper is more
appropriate for utilizing the staggered compatible Lagrange method as part
of an ALE algorithm.

It is also possible to extend these ideas to more general ALE applica-
tions. In [9], the authors use an overlay or intersection based remap for the
remapping stage of an ALE algorithm. By casting the intersection volumes
as fluxes from donor to acceptor volumes, the authors are able to adapt the
algorithms described in this paper in order to define the subzonal corner
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properties. The only difference is that there are more fluxes between ele-
ments, since the intersection based remap defines donor & acceptors between
all overlapping elements, not just those connected by faces as in our examples
here.
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[12] R. Liska, M. Shashkov, P. Váchal, and B. Wendroff, Optimization-
based synchronized flux-corrected conservative interpolation (remap-
ping) of mass and momentum for Arbitrary Lagrangian-Eulerian meth-
ods, J. Comp. Phys. v. 229, pp. 1467–1497, 2010.
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